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Abstract
Partial least squares (PLS) methods have desirable characteristics that have led to their extensive use in the field of information systems for path analyses with latent variables. Such variables are typically conceptualized as factors in structural equation modeling (SEM). In spite of their desirable characteristics, PLS methods suffer from a fundamental problem: unlike the classic covariance-based SEM, they do not deal with factors, but with composites, and as such do not account for measurement error. This leads to biased parameters, even as sample sizes grow to infinity. We discuss a method that builds on the consistent PLS technique and that deals with factors, fully accounting for measurement error. We provide evidence that this new method shares the property of statistical consistency with covariance-based SEM, but like traditional PLS methods has greater statistical power. Moreover, our method provides correlation-preserving estimates of the factors, which can be used in a variety of other tests. Our discussion builds on an illustrative model developed based on an information systems theory and related empirical work.
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Introduction

The field of information systems (IS) is closely associated with the development, implementation, assessment, and use of the partial least squares method (PLS) method (Chin, 1998; Chin et al., 2003; Kock, 2010; Dijkstra & Henseler, 2015). This method, developed by Wold (1980), has been extensively used in IS studies to investigate path models with latent variables (Goodhue et al., 2012; Dijkstra & Henseler, 2015). More often than not latent variables are quantifications of mental constructs, for which multiple imprecise direct measures (indicators) are obtained via questionnaires. In this context, PLS has often been compared with the classic covariance-based approach to structural equation modeling (SEM).

Such comparisons have led to a continuing and often antagonistic debate among proponents and detractors of PLS (Henseler et al., 2014; Rönkkö, M., & Evermann, 2013). While this debate has addressed numerous issues, it has often gravitated around one main problem: PLS and related methods do not deal with factors, which are aggregations of indicators and measurement errors, but with composites. Composites aggregate indicators but do not incorporate measurement error, and thus can only be seen as approximations of factors. In large part because of their focus on composites, PLS methods yield biased estimates of various parameters even as sample sizes grow to infinity. Among these asymptotically biased parameters are path coefficients, indicator weights, and indicator loadings.

Despite this problem PLS methods have some clear advantages over covariance-based SEM, which have led to their growing use. Notably, they virtually always converge to solutions, even with very small sample sizes. This is useful in cases where IS researchers want to investigate small populations (e.g., $N < 50$) to which they have full access, although a combination of weak effects and small sample sizes may lead to problems such as capitalization on error (see, e.g., Goodhue et al., 2007). Also, PLS methods do not normally have identification problems, allowing for the development of fairly complex models and their test with a limited number of indicators.

We make here what we believe to be an important contribution to this debate surrounding PLS methods. We discuss a method that combines elements of current PLS methods and covariance-based SEM, and that provides estimates of the true composites and correlation-preserving factors in a path model. In our method, the factors are estimated so as to preserve their true correlations (see, e.g., DiStefano et al., 2009), which addresses the well known correlation attenuation problem (Nunnaly, 1978; Nunnally & Bernstein, 1994). This problem is characterized by path coefficient estimates that asymptotically converge to values that underestimate the true values (Goodhue et al., 2012).

Our method builds on the consistent PLS technique (Dijkstra & Henseler, 2015), which is a parameter correction technique that is often referred to by the PLSc acronym (the “c” standing for consistent). Nevertheless, our method, which we refer to as PLSF (where the “F” is a reference to its focus on factor estimation), is not a parameter correction technique. Generally speaking, PLS-based parameter correction techniques adjust parameters estimated via PLS methods to correct for bias (Goodhue et al., 2012; Dijkstra & Schermelleh-Engel, 2014; Rönkkö, 2014). Our method estimates prototypical elements, such as factors, which are then used in the production of parameters. As such, no corrections are needed. The consistent PLS technique is used in the estimation of a few coefficients in the early stages of our method; notably the true reliabilities, which are nevertheless critical elements.
Dijkstra & Henseler (2015, p. 17) noted that: “Not only does [IS] research make ample use of PLS as a method of analysis, but also many extensions and advances of PLS can be credited to [IS] researchers.” We agree with this statement, and hope that the PLSF method will be seen as a contribution to this tradition. Our PLSF method is the culmination of several years of research on the basic elements that make it up. Particularly important among those elements is a function that fits a matrix of correlations among true composites to a matrix of correlations among true factors, which will be discussed later. This function relies on reliability measures. Previous attempts have led to approaches that were less accurate under certain conditions, due to relying on biased reliability estimates; or less computationally efficient, due to the need for nested iterations to converge to more accurate reliability estimates. The method discussed here is so far the one with the broadest range of application, and the greatest computational efficiency.

Throughout this discussion we refer to estimates of the corresponding true values, using terms such as “estimates of the true composites”. By this we mean that these are estimates of the corresponding true population values, not approximations of them. As such, these estimates are expected to asymptotically converge to the true values; i.e., progressively approach the true values as sample sizes grow to infinity. In the technical jargon of mathematical statistics, this property is labeled “consistency”. This is a highly desirable property that is not shared by classic PLS methods, unless an infinite number of indicators is used (consistency at large).

We provide evidence that our method shares the property of consistency with covariance-based SEM, but like classic PLS has greater statistical power. Moreover, our method provides estimates of factor scores, which can be used in a variety of other tests. Among such tests are two that have been developed in the field of IS and have been widely used in a variety of fields since their publication: full collinearity tests, which concurrently assess both lateral and vertical collinearity among factors (Kock & Lynn, 2012); and factor nonlinearity tests, where best-fitting nonlinear functions are estimated for each pair of linked factors, and subsequently used in the estimation of nonlinear path coefficients (Guo et al., 2011; Kock, 2010; Moqbel et al., 2013).

Our discussion is organized as follows. We start by describing an illustrative model, based on an IS theory and related empirical work, which we use as a basis for discussion and to generate data for analyses as a true population model. Next we discuss composites and factors, and how we can go from composites to factors, which is in part what the PLSF method does. A discussion of the PLSF method follows, where it is presented as a set of four stages, each characterized by a function. We proceed with an assessment of the method’s performance against three other methods, including covariance-based SEM; this is done through the juxtaposition of results from analyses of a finite population and from a Monte Carlo experiment. We conclude with a discussion of our findings and its implications. For simplicity, and without any impact on the generality of our discussion, we assume that all variables are standardized – i.e., scaled to have a mean of zero and standard deviation of one.

Illustrative model

Figure 1 shows an illustrative model that we will use in the discussion that follows. The model is also used later as a basis to generate data for analyses, as a true population model. It is based on data from field studies and controlled experiments (Kock, 2003; 2007; Kock & Murphy, 2001; Kock et al., 2008; 2009), notably a field study involving 156 individuals participating in business process redesign projects employing information technology (IT) solutions to process problems (Kock et al., 2009), and a controlled experiment involving 210 graduate business students majoring in IS (Kock et al., 2008).
The model contains five factors, associated with the following constructs: communication flow orientation (CO, $F_1$), ease of understanding (EU, $F_2$), usefulness in the development of IT solutions (GT, $F_3$), accuracy (AC, $F_4$), and impact on redesign success (SU, $F_5$). This model is based on communication flow optimization theory (Kock, 2003; 2007; Kock & Murphy, 2001; Kock et al., 2008; 2009), a theory that has been developed and validated within the field of IS.

Business processes are sets of interrelated activities (Kock, 2007; Mendling et al., 2012), by which virtually any good or service is produced in organizations. For example, the set of interrelated activities involved in assembling a car, carried out by an automaker, is a business process. Communication flow optimization theory’s main domain of application are efforts whereby business processes are analyzed, redesigned, and implemented with IT. One of the theory’s main predictions is that the extent to which the business process representations used in these efforts focus on how communication takes place in organizations positively affects redesign success. Among other things, the theory highlights the importance of understanding how information and knowledge flows in organizations in order to successfully redesign the organizations’ processes with the help of IT.

According to the theory the overall effect of communication flow orientation on business process redesign success, with respect to the business process representations used, is fully mediated by a few elements that relate to the representations. Chiefly among these elements are a representation’s ease of understanding (CO > EU > SU), usefulness in the development of IT solutions (CO > GT > SU), and accuracy (CO > AC > SU). The full mediation is expressed in the model through a path coefficient of magnitude zero for the direct link CO > SU. That is, the overall effect of CO on SU is fundamentally an indirect effect.
While neither the theory nor the empirical studies that led to it or validated it are the foci of this paper, the fact that our illustrative model is based on a carefully developed and tested theory lends credence to the model’s viability. This is important, because the model is reasonably complex. Moreover, using a model base on an IS theory makes our contribution more meaningful to an IS audience.

**From composites to factors**

The basic difference between a composite and its corresponding factor is that the composite does not incorporate measurement error, while the factor does (Adelman & Lohmoller, 1994; Kline, 2010; Lohmöller, 1989; McIntosh et al., 2014). This is illustrated in Figure 2, where composites are shown on the left and corresponding factors on the right. This illustration assumes reflective measurement. That is, it assumes that the indicators $x_{i1}, x_{i2} \ldots x_{in_i}$ of a factor $F_i$ are derived as imprecise measures of that factor, with this imprecision being characterized by loadings $\lambda_{i1}, \lambda_{i2} \ldots \lambda_{in_i}$ lower than 1 and the existence of indicator errors $\theta_{i1}, \theta_{i2} \ldots \theta_{in_i}$.

**Figure 2.** Composites and factors

Each measurement error associated with a factor, and stored as a column vector in $\epsilon_i$, accounts for the variance in the factor that is not explained by the indicators. That is, a factor’s measurement error is in fact a residual whose existence is caused by the measurement imprecision of the factors’ indicators (Nunnaly, 1978; Nunnally & Bernstein, 1994). As such, each measurement error is, by definition, uncorrelated with its adjacent indicators and correlated...
with its factor. Thus a measurement error’s weight $\omega_{i\varepsilon}$ equals its loading $\lambda_{i\varepsilon}$. For the indicators, however, typically weights $\omega_{i1}, \omega_{i2} \ldots \omega_{i\eta i}$ and loadings differ in value. In reflective models where data is collected with properly designed questionnaires (i.e., whose answers yield measures with high loadings), normally weights are expected to be lower than loadings (Kock & Mayfield, 2015; Lohmöller, 1989).

Each factor is an aggregation of its indicators and its measurement error, where the latter can be seen as a “residual indicator” that is uncorrelated with the factor’s actual indicators. This does not mean that a factor is caused by its indicators; in fact, at the population level in reflective models causality flows in the other direction.

Each factor’s corresponding composite, which we refer to here as the factor’s “true composite”, is an aggregation of the factor’s actual indicators. Therefore, each factor is also an aggregation of its true composite and its measurement error. Mathematically this can be expressed as follows, where: $x_i$ is the matrix storing the indicators associated with factor $F_i$ (itself stored as a column vector), $\omega_i$ is a column vector storing indicator weights, $C_i$ is a column vector storing the associated composite, and $\omega_{iC}$ is the composite weight.

$$F_i = \sum_{j=1}^{\eta_i} x_{ij} \omega_i + \varepsilon_i \omega_{i\varepsilon} \rightarrow$$
$$F_i = x_i \omega_i + \varepsilon_i \omega_{i\varepsilon} \rightarrow$$
$$F_i = C_i \omega_{iC} + \varepsilon_i \omega_{i\varepsilon}.$$

The true reliability associated with each factor $F_i$, which we shall refer to as $\rho_i$, is the amount of variance explained by the true composite (Nunnally & Bernstein, 1994). This quantity can also be referred to as the true composite reliability (Dillon & Goldstein, 1984; Peterson & Yeolib, 2013). Since the true composite and corresponding measurement error are uncorrelated, it follows that the weights associated with each of these entities can be obtained directly from the true reliability. Their relationship can be expressed mathematically as follows, for each given factor.

$$\omega_{iC} = \sqrt{\rho_i},$$
$$\omega_{i\varepsilon} = \sqrt{1 - \rho_i}.$$

In the presence of measurement error we know that, for each pair of true composites $C_i$ and $C_j$, and corresponding factors $F_i$ and $F_j$, the correlation between the composites $\Sigma C_i C_j$ has a lower absolute magnitude than the correlation between the factors $\Sigma F_i F_j$. That is, the fact that the true composites are essentially their corresponding factors with measurement error removed leads to a correlation attenuation (Nunnaly, 1978; Nunnally & Bernstein, 1994). The magnitude of this attenuation is given by:
Because of this attenuation, path modeling methods that rely on composites tend to yield path coefficient estimates that asymptotically converge to values that underestimate the true values. It should be noted that this is not always the case, since the attenuation refers to the correlations and not to the path coefficients—e.g., in some cases, correlations and corresponding path coefficients even have different signs (Kock, 2015; Kock & Mayfield, 2015). But why would the absence of measurement error lead to a correlation attenuation? Generally speaking, it is the existence of error, not its absence, that causes decreases in the correlations among variables.

The reason why the absence of measurement error leads to a correlation attenuation in models with factors is that, as a residual, each measurement error shares variation with its corresponding factor, and thus is correlated with it. In a model with linked factors, this means that a factor’s measurement error will also be correlated with other factors. In analyses relying only on composites, these correlations are not captured, leading to the correlation attenuation phenomenon just described.

As we can see from this discussion, estimates of the true composites and factors are obtainable, and researchers do not have to rely on composites in analyses of path models with latent variables. True composite estimates should be very close to exact “replicas” of the true composites. Factor estimates, on the other hand, will not incorporate exactly the same patterns of randomness found in the original factors. Those are unique and unrecoverable (Mueller, 1996). However, while post-estimation random patterns will be unique, they will be reduced to uncorrelated error that will have no effect on any parameter estimation (Bentler & Huang, 2014).

Estimates of the true reliabilities are critical ingredients in the subsequent estimation of true composites and factors, and they are needed early in the estimation process. As demonstrated by Dijkstra & Henseler (2015), the consistent PLS technique provides estimates of the true reliabilities. Moreover, consistent PLS also provides estimates of the true loadings, and approximations of the weights. The latter, while not estimates of the true weights, are closer to the true values than unity weights, and thus add to the computational efficiency of our PLSF method.

The PLSF method

The PLSF method generates estimates of the true composites and factors, with these serving as the foundation for the production of asymptotically unbiased estimates of various model parameters. The method can be seen as being comprised of four main functions: \( F_1 \), the consistent PLS function; \( F_2 \), the true composite estimation function; \( F_3 \), the true factor estimation function; and \( F_4 \), the full parameter estimation function. The execution of each function refers to a PLSF stage, for a total of four stages.

Function \( F_1 \): The consistent PLS function

This function, expressed in equation form below, takes as inputs the matrix \( x \) of all indicators, and the matrix \( S \) containing the model specification. The matrix \( x \) has \( N \) rows, where \( N \) is the sample size; and one column for each of the indicators in the model. The matrix \( S \) is made up of two sub-matrices: one specifying factor-factor associations, and the other specifying indicator-
factor associations – i.e., specifying the structural and measurement model links respectively. The outputs of function $F_1$ include a column vector $\hat{\rho}$ containing estimates of the true reliabilities associated with all of the factors in the model, and a matrix $\hat{\Lambda}$ of estimates of the true loadings for all factors. This function also produces initial estimates of the matrices $\hat{C}$ and $\hat{\omega}$ of composites and indicator weights, based on the basic design of PLS Mode A, which will be used as starting values in the next stage.

$$[\hat{\rho}, \hat{\Lambda}, \hat{C}, \hat{\omega}] = F_1(x, \mathcal{S}).$$

The consistent PLS technique is discussed in detail by Dijkstra & Schermelleh-Engel (2014), and Dijkstra & Henseler (2015). The corresponding function $F_1$ produces its outputs by first estimating composite weights via the basic design of PLS Mode A (Lohmöller, 1989, p. 29), also known as PLS Mode A employing the centroid scheme. Then estimates of the true reliabilities and loadings are generated.

**Function $F_2$: The true composite estimation function**

This function takes as inputs $x$, $\hat{\rho}$, $\hat{\Lambda}$, $\hat{C}$ and $\hat{\omega}$. The composites in the matrix $\hat{C}$ and the indicator weights in the matrix $\hat{\omega}$ are used as initial values, whereas the reliabilities in $\hat{\rho}$ and loadings in $\hat{\Lambda}$ are fixed across the iterations carried out within $F_2$. As expressed in equation form below, the outputs of this function comprise the following model-wide estimates of the corresponding true values: a matrix $\hat{C}$ of composites, a matrix $\hat{\omega}$ of weights, vectors $\hat{\omega}_C$ and $\hat{\omega}_\varepsilon$ of composite and measurement error weights respectively, and a matrix $\hat{\varepsilon}$ of measurement errors.

$$[\hat{C}, \hat{\omega}, \hat{\omega}_C, \hat{\varepsilon}, \hat{\omega}_\varepsilon] = F_2(x, \hat{\rho}, \hat{\Lambda}, \hat{C}, \hat{\omega}).$$

It is clear from our previous discussion on composites and factors that each true composite is completely determined by its indicators, aggregated based on appropriate weights. The indicators are uncorrelated with the corresponding measurement error. Therefore, the matrix $\hat{\varepsilon}$ produced and initially used internally by $F_2$ is at first a matrix of random uncorrelated “noise”, which at the conclusion of $F_2$ stores measurement errors that are correlated only with their corresponding factors. In this stochastic approach to estimation, the measurement errors are necessary for the proper estimation of the true composites in $F_2$, through iterations of three key equations until successive estimates of each of the elements in the weight vectors $\hat{\omega}_i$ that make up $\hat{\omega}$ change by less than a small fraction:

$$\tilde{F}_i = \text{Stdz}(\hat{C}_i \hat{\omega}_{iC} + \hat{\varepsilon}_i \hat{\omega}_{i\varepsilon}),$$

$$\hat{\theta}_i = x_i - \tilde{F}_i \hat{\Lambda}_i^{'},$$

$$\hat{\omega}_i = \Sigma_{x_i}^{-1} (\Sigma_{x_i} - \text{diag}(\Sigma_{x_i} \hat{\theta}_i)) \hat{\Lambda}_i^{++},$$

$$9$$
where for each composite \( \hat{C}_i \) we have: \( \hat{F}_i \) as its corresponding factor, \( \hat{\theta}_i \) as the matrix of estimated indicator errors, \( \Sigma_{x_i \theta_i} \) as the covariance matrix of the indicators associated with the factor, and \( \Sigma_{x_i \hat{\theta}_i} \) as the matrix of estimated covariances among indicators and their errors. The function \( \text{Stdz}(\cdot) \) denotes the standardization function, and \( \text{diag}(\cdot) \) returns the diagonal of a matrix, the superscript ‘\( \top \)’ denotes the transpose operation, the superscript \( -1 \) the classic matrix inversion, and the superscript \( + \) the Moore–Penrose pseudoinverse transformation. See Appendix A for the derivation of these equations.

**Function \( F_3 \): The true factor estimation function**

This function takes as inputs \( \hat{\rho}, \hat{C}, \widehat{\omega}_C, \hat{\epsilon}, \hat{\omega}_e \). As indicated below, the outputs of this function are the final estimates of the matrix of factors \( \hat{F} \) and the matrix of measurement errors \( \hat{\epsilon} \).

These final estimates will contain all of the model-implied variation that is reflected in the model’s key “signature” employed by the PLSF method. This model “signature” is \( \hat{\Sigma}_{FF} \), the estimated matrix of correlations among factors, calculated within \( F_3 \) based on the matrix of correlations among estimated composites \( \Sigma_{CC} \) and the vector of reliabilities \( \hat{\rho} \).

\[
\begin{bmatrix} \hat{F}, \hat{\epsilon} \end{bmatrix} = F_3(\hat{\rho}, \hat{C}, \widehat{\omega}_C, \hat{\epsilon}, \hat{\omega}_e).
\]

The final estimates of \( \hat{F} \) and \( \hat{\epsilon} \) are generated within \( F_3 \) through iterations of the three main equations below, whereby the matrix of correlations among estimated factors \( \hat{\Sigma}_{FF} \) is fitted to the estimated matrix of correlations among factors \( \Sigma_{FF} \). While the former (i.e., \( \hat{\Sigma}_{FF} \)) varies across iterations, the latter (i.e., \( \Sigma_{FF} \)) is calculated early in \( F_3 \) and kept unchanged thereafter within \( F_3 \). The iterations continue until the sum of the absolute differences \( \hat{\Sigma}_{FjFj} - \Sigma_{FjFj} \) falls below a small fraction, or until the sum of the absolute differences between successive estimates of \( \Sigma_{FjFj} \) changes by less than a small fraction.

\[
\hat{\epsilon}_i = \text{Stdz}\left( \hat{\epsilon}_i + \left( \hat{\Sigma}_{FjFj} - \Sigma_{FjFj} \right) \frac{\hat{\Sigma}_{FjFj}}{\hat{\omega}_{i\epsilon}} (\hat{C}_j \hat{\omega}_{jC} + \hat{\epsilon}_j \hat{\omega}_{j\epsilon}) \right),
\]

\[
\hat{F}_i = \text{Stdz}(\hat{F}_i + (\hat{\omega}_{iC} - \Sigma_{F_i\hat{C}_i}) \hat{C}_i \hat{\omega}_{iC}),
\]

\[
\hat{\epsilon}_i = \text{Stdz}(\hat{\epsilon}_i - \Sigma_{C_i\hat{\epsilon}_i} \hat{C}_i \hat{\omega}_{iC} + (\hat{\omega}_{i\epsilon} - \Sigma_{F_i\hat{\epsilon}_i}) \hat{F}_i \hat{\omega}_{i\epsilon}).
\]

The above are labeled “variation sharing” equations. Through them successive estimates of factors \( \hat{F}_i \) and measurement errors \( \hat{\epsilon}_i \) acquire or lose variation from correlated factors, composites, and measurement errors (denoted as \( \hat{F}_j, \hat{C}_j \) and \( \hat{\epsilon}_j \)); in such a way that the following constraints are enforced: \( \hat{\Sigma}_{FjFj} = \Sigma_{FjFj}, \hat{\Sigma}_{Fj\hat{C}_i} = \hat{\omega}_{iC}, \hat{\Sigma}_{Fj\hat{\epsilon}_i} = \hat{\omega}_{i\epsilon} \), and \( \Sigma_{C_i\hat{\epsilon}_i} = 0 \). The first constraint, namely \( \hat{\Sigma}_{FjFj} = \Sigma_{FjFj} \), drives the iterative convergence process. See Appendix A for the derivation of these equations.
Function $F_4$: The full parameter estimation function

This function, expressed in equation form below, marks the final stage of the PLSF method. It ensures that all estimates produced are internally consistent, by taking as inputs $x$, $\hat{F}$, $\hat{\omega}_C$, $\hat{\epsilon}$ and $\hat{\omega}_\epsilon$. Based on these inputs, notably $\hat{F}$ and $\hat{\epsilon}$, it re-estimates $\hat{\lambda}$, $\hat{\omega}$ and $\hat{\theta}$.

$$[\hat{\lambda}, \hat{\omega}, \hat{\theta}, \hat{\beta}, \hat{\xi}] = F_4(x, \hat{F}, \hat{\omega}_C, \hat{\epsilon}, \hat{\omega}_\epsilon).$$

Additionally, function $F_4$ produces a matrix of estimates of the path coefficients $\hat{\beta}$, indicator residuals $\hat{\theta}$, and endogenous factor residuals $\hat{\xi}$. These estimates are obtained by solving the equation below for each endogenous factor $\hat{F}_i$, where $N_i$ is the number of factors $\hat{F}_j (j = 1 \ldots N_i)$ pointing at $\hat{F}_i$ in the model. The instrumental variables $\hat{I}_i$ implement a two-stage least squares estimation, and exist for all endogenous factors in the model that contain variation from other factors but are not directly linked with those factors (including factors involved in reciprocal relationships, in non-recursive models). These instrumental variables control for in-model endogeneity, and their corresponding path coefficients $\hat{\beta}_i$ allow for endogeneity significance tests. The indicator residuals in $\hat{\theta}$ and the residuals in $\hat{\xi}$ are subsequently obtained directly based on these factor estimates.

$$\hat{F}_i = \sum_{j=1}^{N_i} \hat{\beta}_{ij} \hat{F}_j + \hat{\beta}_i \hat{I}_i + \hat{\xi}_i.$$ 

At the end of the four stages that make up the PLSF method we have estimates of the true values of various parameters stored in the following: $\hat{F}$, $\hat{\lambda}$, $\hat{\epsilon}$, $\hat{\xi}$, $\hat{\omega}$, $\hat{\omega}_C$, $\hat{\omega}_\epsilon$, $\hat{\lambda}$, $\hat{\beta}$ and $\hat{\theta}$. In Appendix B we provide all of the steps and equations that make up the PLSF method, for each of the four functions, as well as the algorithmic sequence of their execution and explanatory notes. This should facilitate the implementation of the method in numeric computing environments such as R and GNU Octave.

Finite population illustration

A normal finite population ($N = 10,000$) was created, based on the illustrative model described earlier, to demonstrate the performance of the PLSF method vis-à-vis other methods. A finite population of this size incorporates only a small amount of sampling error, and has the advantage of allowing us to calculate the values of various true model parameters that can be used in a preliminary assessment of the PLSF method’s ability to generate estimates of the true factors (minus uncorrelated error). Among these parameters are path coefficients, full collinearity variance inflation factors (VIFs), loadings, and weights. The disadvantage of using a finite population is that it does not exactly replicate the properties of the infinite population from which it derives, which is why we also conducted a classic Monte Carlo experiment to assess the PLSF method.

Full collinearity VIFs were added to our analysis due to their importance in tests of empirical data, as they assess collinearity among all factors in a model (Kock & Lynn, 2012), and also due to the fact that their magnitude of variation and dependence on the estimates of all factor scores make them particularly sensitive to factor estimation problems. Full collinearity VIFs allow...
researchers to identify both vertical and lateral collinearity in models. Vertical, or classic, collinearity reflects redundancy among predictors in a model with various factors. Lateral collinearity reflects redundancy among predictors and criteria.

Table 1. Path coefficients and full collinearity VIFs for finite population (N=10,000)

<table>
<thead>
<tr>
<th>Path coefficients</th>
<th>PLSF</th>
<th>FIML</th>
<th>OLS</th>
<th>PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO→EU</td>
<td>0.4223</td>
<td>0.4208</td>
<td>-0.0015</td>
<td>0.4188</td>
</tr>
<tr>
<td>CO→GT</td>
<td>0.5074</td>
<td>0.5066</td>
<td>-0.0008</td>
<td>0.5085</td>
</tr>
<tr>
<td>CO→AC</td>
<td>0.2947</td>
<td>0.3021</td>
<td>0.0074</td>
<td>0.3041</td>
</tr>
<tr>
<td>CO→SU</td>
<td>0.0146</td>
<td>0.0137</td>
<td>-0.0009</td>
<td>0.0132</td>
</tr>
<tr>
<td>EU→SU</td>
<td>0.1466</td>
<td>0.1479</td>
<td>0.0013</td>
<td>0.1477</td>
</tr>
<tr>
<td>GT→SU</td>
<td>0.5356</td>
<td>0.5331</td>
<td>-0.0025</td>
<td>0.5262</td>
</tr>
<tr>
<td>AC→SU</td>
<td>0.2562</td>
<td>0.2565</td>
<td>0.0003</td>
<td>0.2664</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0031</td>
<td>0.0066</td>
<td></td>
<td>0.0679</td>
</tr>
</tbody>
</table>

Full collinearity VIFs

<table>
<thead>
<tr>
<th></th>
<th>PLSF</th>
<th>FIML</th>
<th>OLS</th>
<th>PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CO</td>
<td>1.6618</td>
<td>1.6752</td>
<td>0.0135</td>
<td>1.8265</td>
</tr>
<tr>
<td>EU</td>
<td>1.2575</td>
<td>1.2541</td>
<td>-0.0034</td>
<td>1.3119</td>
</tr>
<tr>
<td>GT</td>
<td>1.8865</td>
<td>1.8921</td>
<td>0.0055</td>
<td>2.4263</td>
</tr>
<tr>
<td>AC</td>
<td>1.2186</td>
<td>1.2181</td>
<td>-0.0005</td>
<td>1.3803</td>
</tr>
<tr>
<td>SU</td>
<td>1.8813</td>
<td>1.8892</td>
<td>0.0079</td>
<td>2.5014</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0076</td>
<td>0.3827</td>
<td></td>
<td>0.2658</td>
</tr>
</tbody>
</table>

Table 2. Summarized loadings and weights for finite population (N=10,000)

<table>
<thead>
<tr>
<th>Loadings</th>
<th>PLSF</th>
<th>FIML</th>
<th>OLS</th>
<th>PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC1&lt;AC</td>
<td>0.4955</td>
<td>0.5007</td>
<td>0.0052</td>
<td>0.5108</td>
</tr>
<tr>
<td>AC2&lt;AC</td>
<td>0.5959</td>
<td>0.6005</td>
<td>0.0046</td>
<td>0.6036</td>
</tr>
<tr>
<td>AC3&lt;AC</td>
<td>0.5986</td>
<td>0.5969</td>
<td>-0.0007</td>
<td>0.5964</td>
</tr>
<tr>
<td>AC4&lt;AC</td>
<td>0.7003</td>
<td>0.6999</td>
<td>-0.0004</td>
<td>0.7002</td>
</tr>
<tr>
<td>AC5&lt;AC</td>
<td>0.7010</td>
<td>0.6981</td>
<td>-0.0028</td>
<td>0.6945</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0034</td>
<td>0.0082</td>
<td></td>
<td>0.1022</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weight</th>
<th>PLSF</th>
<th>FIML</th>
<th>OLS</th>
<th>PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>AC1&lt;AC</td>
<td>0.1385</td>
<td>0.1387</td>
<td>0.0003</td>
<td>-</td>
</tr>
<tr>
<td>AC2&lt;AC</td>
<td>0.2077</td>
<td>0.2132</td>
<td>0.0055</td>
<td>-</td>
</tr>
<tr>
<td>AC3&lt;AC</td>
<td>0.2174</td>
<td>0.2171</td>
<td>-0.0003</td>
<td>-</td>
</tr>
<tr>
<td>AC4&lt;AC</td>
<td>0.3168</td>
<td>0.3128</td>
<td>-0.0040</td>
<td>-</td>
</tr>
<tr>
<td>AC5&lt;AC</td>
<td>0.3197</td>
<td>0.3144</td>
<td>-0.0053</td>
<td>-</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0038</td>
<td>-</td>
<td></td>
<td>0.0805</td>
</tr>
</tbody>
</table>

The methods against which PLSF is compared are: covariance-based SEM through full-information maximum likelihood (FIML); ordinary least squares regression with summed indicators (OLS); and PLS Mode A employing the path weighting scheme (PLS). The latter is the most widely used form of PLS path modeling approach employed in the field of IS (Goodhue
et al., 2012). We used pre-tested MATLAB 8.4 code from a widely used commercial software for the implementation of the OLS and PLS methods. We developed our own implementation of PLSF, also with MATLAB 8.4. For FIML, we used R 3.2.2 and the package lavaan 0.5-19 (Rosseel, 2012). We employed the same analysis settings as Dijkstra & Henseler (2015), who compared a similar set of methods.

Table 1 lists the path coefficients and full collinearity VIFs for the finite population. The FIML method does not estimate factor scores, which are needed to calculate the full collinearity VIFs. Several unrefined and refined methods exist to generate correlation-preserving approximations of factor scores based on FIML outputs (DiStefano et al., 2009). We employed two refined methods available in lavaan, the Thurstone and Bartlett methods (DiStefano et al., 2009; Bartlett, 1937; Hershberger, 2005; Thurstone, 1935). Only the Thurstone method yielded solutions for our model. The reason for this may be that the Bartlett method requires multiple matrix inversions, including nested inversions (DiStefano et al., 2009, p. 10), which make it inherently unstable. According to a seminal discussion by Bartholomew et al. (2009), both methods tend to yield very similar results; and the Thurstone method, also known as Thomson’s method, has a more sound mathematical basis.

Table 2 lists a summarized set of loadings and weights for the finite population. To avoid crowding, and since the patterns observed here repeat themselves across latent variables and indicators, this summarized set focuses on AC and its respective indicators AC1, AC2 ... AC5. In our model AC has the lowest overall set of loadings, and thus potentially poses the most estimation challenges for the PLSF method. The FIML method does not generate estimates of weights, which is why they are not listed in the table.

Figure 3. Differences (RMSEs) with respect to true values

In each table the column labeled “True” lists the true values in our finite population of the path coefficients and full collinearity VIFs. The “Est.” columns list the corresponding estimates employing each method. The “Diff.” columns list the differences between estimates and true values for each method. The row labeled “RMSE” lists root-mean-square errors associated with
the differences between estimates, calculated as the square roots of the averages of the squared differences, which provide a summarized performance measure for each of the methods. Figure 3 highlights the differences (RMSEs) with respect to true values for each of the methods.

As we can see, the performances of PLSF and FIML were similar in terms of estimation of path coefficients. In this respect, these two methods (i.e., PLSF and FIML) performed significantly better than OLS and PLS, whose corresponding RMSEs were multiple orders of magnitude higher. In terms of full collinearity VIFs the PLSF method performed significantly better than the other three methods, with the performance of FIML being the poorest.

The performances of PLSF and FIML were again comparable in terms of loadings, based on their RMSEs, which also suggest that PLSF and FIML performed significantly better than OLS and PLS. Again, the RMSEs for OLS and PLS were multiple orders of magnitude higher. The same pattern is observed with respect to weights for the PLSF method, when compared with the OLS and PLS methods. The FIML method does not generate weights.

Monte Carlo experiment

While the analyses of the finite population provide an idea of the comparative performance of the four methods, a full Monte Carlo experiment (Paxton et al., 2001; Robert & Casella, 2005) is needed to assess performance in terms of statistical power and percentages of false positives; as well as in terms of estimation of path coefficients with respect to an infinite population, where the distorting effect of sampling error is minimized.

We generated 1,000 samples of normal and non-normal data with the following sample sizes: 100, 300 and 500. The non-normal samples were created based on independent $\chi^2_1$ distributions, with theoretical skewness and excess kurtosis values of $\sqrt{8}$ and 12 respectively, and thus severely non-normal. Exogenous factors, endogenous factor errors, and indicator errors were created independently from one another to ensure proper non-normality propagation (Kock, 2016). We also conducted two tests of normality on these variables in each non-normal sample: the classic Jarque-Bera test (Jarque & Bera, 1980; Bera & Jarque, 1981) and Gel & Gastwirth’s (2008) robust version of this classic test. These tests confirmed the presence of significant non-normality.

We refer to the sample sizes of 100, 300 and 500 respectively as small, medium and large. Our simulated data generation yielded a total of 6,000 data samples, which were analyzed with the PLSF, FIML, OLS and PLS methods. With normal data the FIML method converged to solutions in all samples, and with non-normal data it failed to converge to solutions in 6.1% of the samples. The PLSF, OLS and PLS methods converged to solutions in all samples, both normal and non-normal.

Tables 3 and 4 show, for each of the path coefficients in our illustrative population model described earlier, the following estimates: the average difference between the path coefficient estimated by each method and the true values (rows labeled “Avg. diff.”); the statistical power of each method (rows labeled “Power”); the standard deviation of the estimate (rows labeled “Std. dev.”); the percentage of false positives yielded by each method for the path whose true value is zero (rows labeled “False pos.”); and, in the final rows at the bottom, the RMSE for each method, calculated based on the average differences. Results for normal and non-normal data are shown.
### Table 3. Monte Carlo experiment results for path coefficients (normal data)

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Method</th>
<th>PLSF</th>
<th>FIML</th>
<th>OLS</th>
<th>PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO&gt;EU (0.418)</td>
<td>Avg. diff.</td>
<td>0.0107</td>
<td>-0.0047</td>
<td>-0.0214</td>
<td>-0.0145</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>100.0%</td>
<td>98.3%</td>
<td>99.9%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.0782</td>
<td>0.0888</td>
<td>0.0764</td>
<td>0.0749</td>
</tr>
<tr>
<td>CO&gt;GT (0.515)</td>
<td>Avg. diff.</td>
<td>0.0017</td>
<td>-0.0005</td>
<td>-0.0554</td>
<td>-0.0462</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>100.0%</td>
<td>99.8%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.0765</td>
<td>0.0810</td>
<td>0.0699</td>
<td>0.0695</td>
</tr>
<tr>
<td>CO&gt;AC (0.288)</td>
<td>Avg. diff.</td>
<td>0.0028</td>
<td>0.0049</td>
<td>-0.0402</td>
<td>-0.0174</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>85.9%</td>
<td>72.4%</td>
<td>76.8%</td>
<td>86.3%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.1004</td>
<td>0.1057</td>
<td>0.0912</td>
<td>0.0879</td>
</tr>
<tr>
<td>CO&gt;SU (0.000)</td>
<td>Avg. diff.</td>
<td>-0.0034</td>
<td>-0.0043</td>
<td>0.0848</td>
<td>0.0688</td>
</tr>
<tr>
<td></td>
<td>False pos.</td>
<td>5.2%</td>
<td>5.5%</td>
<td>11.6%</td>
<td>8.9%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.1398</td>
<td>0.1337</td>
<td>0.1089</td>
<td>0.1103</td>
</tr>
<tr>
<td>EU&gt;SU (0.157)</td>
<td>Avg. diff.</td>
<td>0.0092</td>
<td>0.0009</td>
<td>-0.0295</td>
<td>-0.0238</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>33.7%</td>
<td>22.7%</td>
<td>30.5%</td>
<td>33.2%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.1092</td>
<td>0.1112</td>
<td>0.0888</td>
<td>0.0898</td>
</tr>
<tr>
<td>GT&gt;SU (0.542)</td>
<td>Avg. diff.</td>
<td>-0.0029</td>
<td>-0.0078</td>
<td>-0.1427</td>
<td>-0.1258</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>99.6%</td>
<td>98.3%</td>
<td>99.6%</td>
<td>99.8%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.1120</td>
<td>0.1112</td>
<td>0.0836</td>
<td>0.0844</td>
</tr>
<tr>
<td>AC&gt;SU (0.254)</td>
<td>Avg. diff.</td>
<td>0.0049</td>
<td>0.0103</td>
<td>-0.0619</td>
<td>-0.0434</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>61.4%</td>
<td>58.8%</td>
<td>60.6%</td>
<td>67.7%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.1146</td>
<td>0.1086</td>
<td>0.0859</td>
<td>0.0881</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0060</td>
<td>0.0058</td>
<td>0.0731</td>
<td>0.0605</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Monte Carlo experiment results for path coefficients (non-normal data)

<table>
<thead>
<tr>
<th>Sample size</th>
<th>Method</th>
<th>PLSF</th>
<th>FIML</th>
<th>OLS</th>
<th>PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CO&gt;EU (0.418)</td>
<td>Avg. diff.</td>
<td>0.0096</td>
<td>-0.0036</td>
<td>-0.0237</td>
<td>-0.0168</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>100.0%</td>
<td>93.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.0810</td>
<td>0.1218</td>
<td>0.0780</td>
<td>0.0771</td>
</tr>
<tr>
<td>CO&gt;GT (0.515)</td>
<td>Avg. diff.</td>
<td>0.0016</td>
<td>-0.0042</td>
<td>-0.0572</td>
<td>-0.0488</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>100.0%</td>
<td>98.4%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.0742</td>
<td>0.1223</td>
<td>0.0674</td>
<td>0.0671</td>
</tr>
<tr>
<td>CO&gt;AC (0.288)</td>
<td>Avg. diff.</td>
<td>0.0099</td>
<td>-0.0094</td>
<td>-0.0438</td>
<td>-0.0221</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>83.0%</td>
<td>68.2%</td>
<td>77.0%</td>
<td>84.2%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.1017</td>
<td>0.1224</td>
<td>0.0891</td>
<td>0.0896</td>
</tr>
<tr>
<td>CO&gt;SU (0.000)</td>
<td>Avg. diff.</td>
<td>-0.0034</td>
<td>-0.0015</td>
<td>0.0811</td>
<td>0.0648</td>
</tr>
<tr>
<td></td>
<td>False pos.</td>
<td>4.9%</td>
<td>4.8%</td>
<td>12.7%</td>
<td>9.3%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.1338</td>
<td>0.1365</td>
<td>0.1006</td>
<td>0.1037</td>
</tr>
<tr>
<td>EU&gt;SU (0.157)</td>
<td>Avg. diff.</td>
<td>0.0081</td>
<td>-0.0074</td>
<td>-0.0243</td>
<td>-0.0178</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>30.8%</td>
<td>26.3%</td>
<td>27.3%</td>
<td>29.2%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.1164</td>
<td>0.1122</td>
<td>0.0935</td>
<td>0.0955</td>
</tr>
<tr>
<td>GT&gt;SU (0.542)</td>
<td>Avg. diff.</td>
<td>0.0042</td>
<td>0.0079</td>
<td>-0.1375</td>
<td>-0.1210</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>100.0%</td>
<td>96.6%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.1110</td>
<td>0.1400</td>
<td>0.0801</td>
<td>0.0812</td>
</tr>
<tr>
<td>AC&gt;SU (0.254)</td>
<td>Avg. diff.</td>
<td>0.0102</td>
<td>-0.0105</td>
<td>-0.0620</td>
<td>-0.0433</td>
</tr>
<tr>
<td></td>
<td>Power</td>
<td>61.5%</td>
<td>53.0%</td>
<td>61.1%</td>
<td>67.9%</td>
</tr>
<tr>
<td></td>
<td>Std. dev.</td>
<td>0.1102</td>
<td>0.1231</td>
<td>0.0833</td>
<td>0.0853</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.0075</td>
<td>0.0071</td>
<td>0.0714</td>
<td>0.0588</td>
<td></td>
</tr>
</tbody>
</table>
In terms of path coefficient estimation accuracy, assessed through average differences between estimated and true values, the performances of the PLSF and FIML methods were similar with both normal and non-normal data, across the three sample sizes. Both methods converged to the true values as sample sizes increased, with PLSF converging significantly faster. In this respect, the performances of PLSF and FIML were significantly better than OLS and PLS, mimicking the results with respect to the finite population.

Figure 4 highlights the performance in terms of statistical power for each of the methods. This figure reflects the fact that PLSF has greater power than FIML for all paths in all of the sample sizes considered. The focus here is on normal data; the results for the non-normal data display similar patterns. Six bar charts are shown. At the top of each chart the respective path is listed. Next to the vertical axes we show the power values achieved for each sample size. The sample sizes are shown underneath the horizontal axes.

**Figure 4.** Performance in terms of statistical power

![Image of Figure 4 showing bar charts for different paths and sample sizes]

In summary, in terms of statistical power, assessed through confidence intervals (Dijkstra & Henseler, 2015; Goodhue et al., 2012), PLSF and PLS presented similar performance, and generally better performance than FIML and OLS. In terms of avoidance of false positives, PLSF and FIML presented similar performance, and much better performance overall than OLS and PLS. With large samples (N=500) OLS and PLS performed particularly poorly with respect to avoidance of false positives.

**Discussion and conclusion**

There has been a continuing and often antagonistic debate among proponents and detractors of classic PLS methods. This debate has frequently centered around one main problem with PLS methods, which is that they do not deal with factors, which are aggregations of indicators and measurement errors, but with composites. We made here what is arguably an important contribution to this debate by discussing the PLSF method, which combines elements of classic PLS methods and covariance-based SEM and provides estimates of the true composites and factors in a path model.

We showed evidence that PLSF is statistically consistent, like covariance-based SEM; but has greater statistical power, more in line with PLS. For example, for the path CO>AC (0.288), only...
PLSF and PLS displayed power greater than 80% for a small sample size (N=100): respectively 85.9% and 86.3% with normal data, and 83.0% and 84.2% with non-normal data. For this same path and sample size, covariance-based SEM had a power of 72.4% with normal data, and 68.2% with non-normal data. Since between PLSF and PLS the only statistically consistent method is PLSF, as PLSF asymptotically converges to the true values and PLS does not, this suggests that PLSF is a good candidate in the context of SEM for the statistical property of asymptotic “efficiency” (Nikitin & Nikitin, 1995). A method is statistically efficient in an asymptotic sense if it is statistically consistent and also achieves a given level of power with the smallest sample size.

The PLSF method combines elements of PLS and covariance-based SEM methods. Like PLS it generates parameter estimates after it estimates factor scores, with the key difference that PLSF yields estimates of the true factors while PLS produces approximations. Also like PLS, it makes no data distribution assumptions, which is a characteristic of robust nonparametric methods (Siegel & Castellan, 1998). Like covariance-based SEM the PLSF method fits covariance matrices, with the key difference that PLSF fits factor covariance matrices while in covariance-based SEM the fitting involves indicator covariance matrices.

Since the PLSF method builds on the consistent PLS technique, it can be seen as an endorsement of the use of that technique as a basis for the development of factor-based path analysis methods. While PLSF is not a parameter correction approach like consistent PLS, the two approaches not being directly comparable in our view, it seems that overall PLSF presents greater power. Dijkstra & Henseler’s (2015, p. 13) results suggest that with small samples consistent PLS has lower power than FIML, PLS and OLS: “… for small sample sizes, the statistical power decreased, and, in particular, PLSc [i.e., consistent PLS] had a somewhat lower statistical power than the other techniques”. Given this, the PLSF method can also be seen not only as a major extension of consistent PLS, but one with improved performance.

Nevertheless, even if PLSF’s performance was identical to that of consistent PLS with respect to path coefficients and loadings, it would still constitute an important methodological contribution. The reason for this is that in parameter correction techniques, such as consistent PLS, typically a different equation has to be developed to correct each parameter class; e.g., one equation to correct path coefficients, one equation to correct loadings etc. The PLSF method, on the other hand, estimates prototypical elements from which parameters are directly derived without any need for corrections. This places a large number of parameters in the hands of researchers (e.g., indicator weights and model-wide full collinearity VIFs), which can then be used in a variety of tests, including tests that currently do not exist because of limited access to parameter estimates.

While flexibility has not been directly addressed in our discussion, it is worth noting that the PLSF method is very flexible, arguably more so than PLS and related methods, allowing for many constraints to be imposed or relaxed. In this aspect it is similar to covariance-based SEM. For example, while in our analyses we assumed the common factor model property that indicator errors are uncorrelated, this assumption can be relaxed. To do this, we would use an appropriately modified version of the equation relating weights and loadings employed in the true composite estimation stage of PLSF. On the other hand, we could impose constraints by fixing parameters instead of relaxing assumptions. This could be done in any of the four stages.

The IS field is closely linked with the development, implementation, assessment, and use of PLS and related methods. Dijkstra & Henseler (2015) noted that IS research has not only made extensive use of PLS methods, but also has contributed greatly to related methodological
extensions and advances. We are in full agreement, and hope that the above discussion will contribute to this tradition. Those authors also state that (p. 17): “The advent of [consistent PLS] has substantial consequences for methodological research in [IS].” By building on consistent PLS, the PLSF method provides unequivocal evidence of this. After all, covariance-based SEM is often presented as a step beyond Wright’s (1934; 1960) path analysis method; because covariance-based SEM, unlike path analysis, deals with factors. However, while covariance-based SEM is a factor-based technique in a mathematical sense, since its underlying mathematics assumes the existence of factors, it does not directly estimate factors as part of its parameter estimation process. In covariance-based SEM factors are akin to “black holes” in that they indirectly and greatly influence the estimation of parameters, but are never directly “seen”. Arguably the PLSF method fills this gap; in it, SEM is truly an extension of Wright’s classic path analysis, with factors estimated directly and subsequently used to estimate model parameters.
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Appendix A: Derivations of equations

Equations (A.1), (A.2) and (A.3) below provide the foundation of $\mathcal{F}_2$, the true composite estimation function. In these equations $x_i$ is a matrix where each column refers to one of the indicators associated with composite $\hat{C}_i$ (and thus with factor $\hat{F}_i$); $\lambda_i'$ is the transpose of $\hat{\lambda}_i$, the column vector storing the loadings associated with the indicators; $\hat{\theta}_i$ is the matrix of indicator error terms; $\hat{\omega}_{iC}$ is the composite weight; $\hat{\omega}_{ie}$ is the measurement error weight; $\hat{\omega}_i$ is the column vector of indicator weights; the superscript $-1$ denotes the classic matrix inversion; and the superscript $+$ denotes the Moore–Penrose pseudoinverse transformation.

\[
\hat{F}_i = \text{Stdz}(\hat{C}_i \hat{\omega}_{iC} + \hat{\epsilon}_i \hat{\omega}_{ie}). \tag{A.1}
\]
\[
\hat{\theta}_i = x_i - \hat{F}_i \lambda_i'. \tag{A.2}
\]
\[
\hat{\omega}_i = \Sigma_{x_i x_i}^{-1} \left( \Sigma_{x_i x_i} - \text{diag}(\Sigma_{x_i \hat{\theta}_i}) \right) \hat{\lambda}_i'^+. \tag{A.3}
\]

**Derivation of (A.1).** From our previous discussion on composites and factors, we know that $F_i = x_i \omega_i + \epsilon_i \omega_{ie}$, $x_i \omega_i = C_i \omega_{iC}$.

Thus it follows that $F_i = C_i \omega_{iC} + \epsilon_i \omega_{ie}$,

where $F_i$ is expected to be standardized.

**Derivation of (A.2).** From our previous discussion on composites and factors, we know that $x_i = F_i \lambda_i' + \theta_i$.

Thus it follows that $\theta_i = x_i - F_i \lambda_i'$.

**Derivation of (A.3).** From our previous discussion on composites and factors, we know that $x_i = F_i \lambda_i' + \theta_i$, $F_i = x_i \omega_i + \epsilon_i \omega_{ie}$.

Combining these two equations we obtain

\[
x_i = (x_i \omega_i + \epsilon_i \omega_{ie}) \lambda_i' + \theta_i \rightarrow
\]
\[
x_i = x_i \omega_i \lambda_i' + \epsilon_i \omega_{ie} \lambda_i' + \theta_i.
\]

Applying covariance properties to the above we obtain

\[
\Sigma_{x_i x_i} = \Sigma_{x_i \omega_i} \lambda_i' + \Sigma_{x_i \epsilon_i} \omega_{ie} \lambda_i' + \Sigma_{x_i \theta_i} \rightarrow
\]
\[
\Sigma_{x_i x_i} = \Sigma_{x_i \omega_i} \lambda_i' + \text{diag}(\Sigma_{x_i \theta_i}) \rightarrow
\]
\[
\Sigma_{x_i x_i} \omega_i \lambda_i' = \Sigma_{x_i x_i} - \text{diag}(\Sigma_{x_i \theta_i}) \rightarrow
\]
\[
\omega_i \lambda_i' = \Sigma_{x_i x_i}^{-1} \left( \Sigma_{x_i x_i} - \text{diag}(\Sigma_{x_i \theta_i}) \right),
\]

where the superscript $-1$ denotes the classic matrix inversion.

To isolate $\omega_i$ in the equation above we need to use the Moore–Penrose pseudoinverse transformation, since the classic matrix inversion transformation cannot be applied to a vector.

Doing this, we obtain

\[
\omega_i = \Sigma_{x_i x_i}^{-1} \left( \Sigma_{x_i x_i} - \text{diag}(\Sigma_{x_i \theta_i}) \right) \lambda_i'^+,
\]

where the superscript $+$ denotes the Moore–Penrose pseudoinverse transformation.
Equations (A.4), (A.5) and (A.6) below provide the foundation of the estimation function. Each of these equations includes a variable being updated with a “mix” of itself and other variables, which causes that variable to receive or lose variation that resides in other variables. Whether variation is gained or lost depends on the sign of the multiplier attached to those other variables. For example, let us consider the simple assignment \( Y = \text{Stdz}(Y + aX) \), where both \( Y \) and \( X \) are standardized. The variable \( Y \) gains variation from the variable \( X \) if \( a > 0 \), and loses variation from \( X \) if \( a < 0 \). In either case the amount of variation gained or lost is reflected in the correlation between \( Y \) and \( X \), which itself is a function of \( a \). The more variation \( Y \) and \( X \) share, the greater is the correlation between them. If \( a = 0 \) no variation is gained or lost.

\[
\hat{\varepsilon}_i = \text{Stdz} \left( \varepsilon_i + \left( \Sigma_{F_i,F_j} - \Sigma_{\hat{F}_i,\hat{F}_j} \right) \frac{\hat{F}_{F_i,F_j}}{\omega_{i\varepsilon}} (\hat{C}_j \hat{\omega}_{iC} + \hat{\varepsilon}_j \hat{\omega}_{j\varepsilon}) \right).
\]

(A.4)

\[
\hat{F}_i = \text{Stdz} \left( \hat{F}_i + (\hat{\omega}_{iC} - \Sigma_{F_i,C_i}) \hat{C}_i \hat{\omega}_{iC} \right).
\]

(A.5)

\[
\hat{\varepsilon}_i = \text{Stdz} \left( \hat{\varepsilon}_i - \Sigma_{C_i,\hat{\varepsilon}_i} \hat{C}_i \hat{\omega}_{iC} + (\hat{\omega}_{i\varepsilon} - \Sigma_{F_i,\hat{F}_i}) \hat{F}_i \hat{\omega}_{i\varepsilon} \right).
\]

(A.6)

**Derivation of (A.4).** From our previous discussion on composites and factors, we know that for each pair of correlated factors \( F_i \) and \( F_j \) we have

\[
F_i = C_i \omega_{iC} + \varepsilon_i \omega_{i\varepsilon}, F_j = C_j \omega_{jC} + \varepsilon_j \omega_{j\varepsilon}, F_i = \Sigma_{F_i,F_j} F_j + \delta_{ij},
\]

where \( \delta_{ij} \) is an error term that accounts for the variation in \( F_i \) that is not explained by \( F_j \).

Combining these equations we have

\[
C_i \frac{\omega_{iC}}{\omega_{i\varepsilon}} + \varepsilon_i = \frac{1}{\omega_{i\varepsilon}} \Sigma_{F_i,F_j} (C_j \omega_{jC} + \varepsilon_j \omega_{j\varepsilon}) + \frac{\delta_{ij}}{\omega_{i\varepsilon}}.
\]

We can see that \( \varepsilon_i \) shares variation with \( C_j \) and \( \varepsilon_j \) according to

\[
\frac{\Sigma_{F_i,F_j}}{\omega_{i\varepsilon}} (C_j \omega_{jC} + \varepsilon_j \omega_{j\varepsilon}).
\]

Thus, in order to make \( \Sigma_{\hat{F}_i,\hat{C}_i} = \hat{\omega}_{iC} \) we iteratively assign

\[
\hat{\varepsilon}_i = \text{Stdz} \left( \hat{\varepsilon}_i + \left( \Sigma_{\hat{F}_i,F_j} - \Sigma_{\hat{F}_i,\hat{F}_j} \right) \frac{\hat{F}_{F_i,F_j}}{\hat{\omega}_{i\varepsilon}} (\hat{C}_j \hat{\omega}_{iC} + \hat{\varepsilon}_j \hat{\omega}_{j\varepsilon}) \right).
\]

Note that as \( \hat{\varepsilon}_i \) changes so does \( \hat{F}_i \) because \( F_i = C_i \omega_{iC} + \varepsilon_i \omega_{i\varepsilon} \), and also that this assignment is only made if \( \hat{\omega}_{i\varepsilon} > 0 \).

**Derivation of (A.5).** As noted above

\[
F_i = C_i \omega_{iC} + \varepsilon_i \omega_{i\varepsilon}.
\]

We can see that \( F_i \) shares variation with \( C_i \) according to

\[
C_i \omega_{iC}.
\]

Thus, in order to make \( \Sigma_{\hat{F}_i,\hat{C}_i} = \hat{\omega}_{iC} \) we iteratively assign

\[
\hat{F}_i = \text{Stdz} \left( \hat{F}_i + (\hat{\omega}_{iC} - \Sigma_{\hat{F}_i,\hat{C}_i}) \hat{C}_i \hat{\omega}_{iC} \right).
\]

**Derivation of (A.6).** From our previous discussion on composites and factors, we know that

\[
\varepsilon_i \perp C_i, \varepsilon_i = F_i \omega_{i\varepsilon} + \theta_{i\varepsilon}.
\]

where \( \perp \) means “orthogonal to”, and \( \theta_{i\varepsilon} \) is an error term that accounts for the variation in \( \varepsilon_i \) that is not explained by \( F_i \). Note that \( \omega_{i\varepsilon} = \lambda_{i\varepsilon} \).
We can see that $\epsilon_i$ shares no variation with $C_i$, and also that $\epsilon_i$ shares variation with $F_i$ according to $F_i \omega_{i\epsilon}$.

Thus, in order to make $\sum C_i \hat{\epsilon}_i = 0$ and $\sum F_i \hat{\epsilon}_i = \tilde{\omega}_{i\epsilon}$ we iteratively assign

$$\hat{\epsilon}_i = \text{Stdz} \left( \hat{\epsilon}_i - \sum C_i \hat{\epsilon}_i \tilde{\omega}_{i\epsilon} + (\tilde{\omega}_{i\epsilon} - \sum F_i \hat{\epsilon}_i) F_i \tilde{\omega}_{i\epsilon} \right).$$

Note that the multiplier $-\sum C_i \hat{\epsilon}_i$ is derived from $0 - \sum C_i \hat{\epsilon}_i$. 
Appendix B: Algorithmic formulation of PLSF

In this appendix we provide all of the equations that make up the PLSF method, for each of the four functions, as well as the algorithmic sequence of their execution and related explanatory notes. We do this with the goal of facilitating the implementation of the method in any numeric computing environment, including open source environments such as R and GNU Octave.

Function $\mathcal{F}_1$: The consistent PLS function

In the steps below, $i = 1 \ldots N_c$, and $j = 1 \ldots n_i$, where $N_c$ is the number of composites in the model (the same as the number of factors), and $n_i$ is the number of indicators associated with each composite $C_i$. The steps 1.1 to 1.7 implement the basic design of PLS Mode A, also known as PLS Mode A employing the centroid scheme.

Step 1.1. Initialize each indicator weight $\hat{\omega}_{ij}$ with 1.

Step 1.2. Store each indicator weight in $\bar{\omega}_{ij}$ for later comparison.

Step 1.3. Estimate each composite $\hat{C}_i$ as

$$\hat{C}_i = \text{Std} \left( \Sigma_{j=1}^{n_i} \bar{\omega}_{ij} \chi_{ij} \right).$$

Step 1.4. Set each inner weight $\hat{v}_{ij}$ as

$$\hat{v}_{ij} = \text{Sign} \left( \Sigma \hat{C}_i \hat{c}_j \right).$$

Here the inner weights are set as the signs $(-1$ or $+1)$ of the estimated correlations among “neighbor” composites. Neighbor composites are those that are linked to a composite by arrows, either by pointing at or being pointed at by the composite.

Step 1.5. Estimate each composite $\hat{C}_i$ as

$$\hat{C}_i = \text{Std} \left( \Sigma_{j=1}^{A_i} \hat{v}_{ij} \hat{C}_j \right),$$

where $\text{Std} (\cdot)$ is the standardization function; and $A_i$ is the number of composites $\hat{C}_j (j = 1 \ldots A_i)$ that are neighbors of the composite $\hat{C}_i$.

Step 1.6. Solve for each indicator weight $\hat{\omega}_{ij}$ the equation

$$\chi_{ij} = \hat{C}_i \hat{\omega}_{ij} + \hat{\epsilon}_{ij},$$

where $\hat{\epsilon}_{ij}$ is an error term that accounts for the variation in $\chi_{ij}$ that is not explained by $\hat{C}_i$.

Step 1.7. Go back to Step 1.2 if any indicator weight $\hat{\omega}_{ij}$ differs from the previously stored estimate $\bar{\omega}_{ij}$ by more than a small fraction.

Step 1.8. Estimate each true reliability $\hat{\rho}_i$ and loading vector $\hat{\lambda}_i$ as

$$\hat{\rho}_i = (\hat{\omega}_i \hat{\omega}_i)^T (\hat{\omega}_i (\Sigma \chi_{ij} - \text{diag}(\Sigma \chi_{ij})) \hat{\omega}_i)/(\hat{\omega}_i (\hat{\omega}_i \hat{\omega}_i' - \text{diag}(\hat{\omega}_i \hat{\omega}_i')) \hat{\omega}_i),$$

$$\hat{\lambda}_i = (\hat{\omega}_i \sqrt{\hat{\rho}_i})/(\hat{\omega}_i' \hat{\omega}_i),$$
where the superscript ‘ denotes the transpose operation, $\Sigma_{x_i'x_i}$ is the covariance matrix of the indicators associated with composite $C_i$, and the function $\text{diag}(\cdot)$ returns the diagonal of a matrix.

**Function $F_2$: The true composite estimation function**

In the steps below, $i = 1 \ldots N_C$, where $N_C$ is the number of composites (the same as the number of factors) in the model. From the previous function come estimates of reliabilities, indicator loadings, measurement errors, composite weights, and measurement error weights. Also from the previous function come initial estimates of composites and indicator weights.

**Step 2.1.** Set each measurement error $\hat{\varepsilon}_i$, composite weight $\omega_{iC}$, and measurement error weight $\omega_{i\varepsilon}$ as

$$\hat{\varepsilon}_i = \text{Stdz}(\text{Rnd}(N)),$$

$$\omega_{iC} = \sqrt{p_i},$$

$$\omega_{i\varepsilon} = \sqrt{1 - p_i},$$

where $\text{Rnd}(N)$ is a function that returns an independent and identically distributed (i.i.d.) variable with $N$ rows, with $N$ being the sample size. In software implementations the random seed may be set to a fixed value prior to setting $\hat{\varepsilon}_i$ in order to avoid different results each time an analysis is conducted with the same model and empirical data.

**Step 2.2.** Store all weight vectors $\tilde{\omega}_i$ in $\overline{\omega}_i$ for later comparison.

**Step 2.3.** Set each factor $\hat{F}_i$ as

$$\hat{F}_i = \text{Stdz}(\hat{C}_i\tilde{\omega}_{iC} + \hat{\varepsilon}_i\tilde{\omega}_{i\varepsilon}).$$

**Step 2.4.** Set each indicator error matrix $\hat{\theta}_i$ as

$$\hat{\theta}_i = x_i - \hat{F}_i\hat{\lambda}_i',$$

where $x_i$ is the matrix of indicators associated with factor $\hat{F}_i$, $\hat{\lambda}_i$ is the vector of loadings associated with the factor, and the ‘ superscript indicates the transpose operation.

**Step 2.5.** Estimate each weight vector $\tilde{\omega}_i$ as

$$\tilde{\omega}_i = \Sigma_{x_i'x_i}^{-1}\left(\Sigma_{x_i'x_i} - \text{diag}(\Sigma_{x_i'\theta_i})\right)\hat{\lambda}_i^+, $$

where $\Sigma_{x_i'x_i}$ is the covariance matrix of the indicators associated with factor $\hat{F}_i$, $\Sigma_{x_i'\theta_i}$ is the matrix of covariances among the indicators and their errors, $\text{diag}(\cdot)$ is a function that returns the diagonal version of a matrix, and the superscript $+$ denotes the Moore–Penrose pseudoinverse transformation.

**Step 2.6.** Estimate each composite $\hat{C}_i$ as

$$\hat{C}_i = \frac{1}{\tilde{\omega}_{iC}}(x_i\tilde{\omega}_i).$$

**Step 2.7.** Go back to Step 2.2 if any element of any of the weight vectors $\tilde{\omega}_i$ differs from the previously stored estimates in $\overline{\omega}_i$ by more than a small fraction.
Function $\mathcal{F}_3$: The true factor estimation function

In the steps below $i, j = 1 \ldots N_F$. Here $N_F$ is the number of factors in the model. Each combination $(i, j)$ refers to a pair of correlated elements in the model; factors, composites, or measurement errors. From the previous function come estimates of composites, indicator weights, composite weights, and measurement error weights. Also come from the previous function initial estimates of measurement errors.

Step 3.1. Initialize each factor $\hat{F}_i$ as
$$\hat{F}_i = \text{Stdz} \left( \hat{C}_i \hat{\omega}_{iC} + \hat{\epsilon}_i \hat{\omega}_{i\epsilon} \right).$$

Step 3.2. Set each element of the estimated matrix of correlations among factors $\hat{\Sigma}_{F_iF_j}$ as
$$\hat{\Sigma}_{F_iF_j} = \frac{\hat{\Sigma}_{\hat{C}_i\hat{C}_j}}{\sqrt{\hat{\rho}_i \hat{\rho}_j}},$$
where $\Sigma_{\hat{C}_i\hat{C}_j}$ is the corresponding element of the matrix of correlations among estimated composites.

Step 3.3. Calculate the matrix of correlations among estimated factors $\hat{\Sigma}_{\hat{F}\hat{F}}$ and store it in $\hat{\Sigma}_{\hat{F}\hat{F}}$ for later comparison. Note that this is not the same as the estimated matrix of correlations among factors $\hat{\Sigma}_{F\hat{F}}$, which is fixed after Step 3.2.

Step 3.4. Add or remove variation in each measurement error $\hat{\epsilon}_i$, if $\hat{\omega}_{i\epsilon} > 0$, by making
$$\hat{\epsilon}_i = \text{Stdz} \left( \hat{\epsilon}_i + \left( \hat{\Sigma}_{F_iF_j} - \Sigma_{F_iF_j} \right) \frac{\hat{\Sigma}_{F_iF_j}}{\hat{\omega}_{i\epsilon}} \left( \hat{C}_j \hat{\omega}_{jC} + \hat{\epsilon}_j \hat{\omega}_{j\epsilon} \right) \right),$$
where $\Sigma_{F_iF_j}$ is the correlation among each pair of estimated factors.

Step 3.5. Add or remove variation in each factor $\hat{F}_i$, if $\hat{\omega}_{i\epsilon} > 0$, by making
$$\hat{F}_i = \text{Stdz} \left( \hat{F}_i + \left( \hat{\omega}_{iC} - \Sigma_{F_i\hat{C}_i} \right) \hat{C}_i \hat{\omega}_{iC} \right),$$
where $\Sigma_{F_i\hat{C}_i}$ is the correlation among an estimated factor and its true composite.

Step 3.6. Add or remove variation in each measurement error $\hat{\epsilon}_i$, if $\hat{\omega}_{i\epsilon} > 0$, by making
$$\hat{\epsilon}_i = \text{Stdz} \left( \hat{\epsilon}_i + \Sigma_{\hat{C}_i\hat{\epsilon}_i} \hat{C}_i \hat{\omega}_{iC} + \left( \hat{\omega}_{i\epsilon} - \Sigma_{F_i\hat{\epsilon}_i} \right) \hat{F}_i \hat{\omega}_{i\epsilon} \right),$$
where $\Sigma_{\hat{C}_i\hat{\epsilon}_i}$ is the correlation between an estimated composite and its corresponding measurement error, and $\Sigma_{F_i\hat{\epsilon}_i}$ is the correlation between an estimated factor and its measurement error.

Step 3.7. Estimate each factor $\hat{F}_i$ as
$$\hat{F}_i = \text{Stdz} \left( \hat{C}_i \hat{\omega}_{iC} + \hat{\epsilon}_i \hat{\omega}_{i\epsilon} \right).$$

Step 3.8. Estimate each measurement error $\hat{\epsilon}_i$ as
\[ \hat{\varepsilon}_i = \text{Std}z \left( \frac{1}{\hat{\omega}_{ie}} (\hat{F}_i - \hat{C}_i \hat{\omega}_{ie}) \right). \]

**Step 3.9.** Go back to Step 3.3 if the absolute sum of the differences in \( \Sigma_{FF} - \hat{\Sigma}_{FF} \) and in \( \Sigma_{FF} - \tilde{\Sigma}_{FF} \) both fall above a small fraction.

**Function \( F_4 \): The full parameter estimation function**

In the steps below, \( i = 1 \ldots N_F \), where \( N_F \) is the number of factors in the model. From the previous function come estimates of factors, measurement errors, composite weights, and measurement error weights.

**Step 4.1.** Update each composite \( \hat{C}_i \) as

\[ \hat{C}_i = \text{Std}z \left( \frac{1}{\hat{\omega}_{ic}} (\hat{F}_i - \hat{\varepsilon}_i \hat{\omega}_{ic}) \right). \]

**Step 4.2.** Update each weight vector \( \hat{\omega}_i \) as

\[ \hat{\omega}_i = x_i^+ \hat{C}_i \hat{\omega}_{ic}. \]

**Step 4.3.** Update each loading vector \( \hat{\lambda}_i \) as

\[ \hat{\lambda}_i = x_i^+ \hat{F}_i^{'+}. \]

**Step 4.4.** Estimate each indicator residual \( \hat{\theta}_i \) as

\[ \hat{\theta}_i = x_i - \hat{F}_i \hat{\lambda}_i^{'}. \]

**Step 4.5.** Solve for each path coefficient \( \hat{\beta}_{ij} \) the equation involving an endogenous factor

\[ \hat{F}_i = \sum_{j=1}^{N_i} \hat{\beta}_{ij} \hat{F}_j + \hat{\beta}_i \hat{I}_i + \hat{\xi}_i, \]

where \( \hat{\xi}_i \) is the residual associated with the endogenous factor \( \hat{F}_i \), and \( \hat{F}_j \) \((j = 1 \ldots N_i)\) are the factors that point at the endogenous factor. The instrumental variables \( \hat{I}_i \) implement a two-stage least squares estimation; they exist for all endogenous factors in the model that contain variation from other factors but are not directly linked with those factors.

**Step 4.6.** Estimate each endogenous factor residual \( \hat{\zeta}_i \) as

\[ \hat{\zeta}_i = \hat{F}_i - \sum_{j=1}^{N_i} \hat{\beta}_{ij} \hat{F}_j - \hat{\beta}_i \hat{I}_i. \]

At the end of the above steps for the four functions, which implement the four stages that make up the PLSF method, we are left with estimates of the true values of the following: \( \hat{F}, \hat{C}, \hat{\varepsilon}, \hat{\xi}, \hat{\omega}, \hat{\omega}_{C}, \hat{\omega}_{E}, \hat{\lambda}, \hat{\beta} \) and \( \hat{\theta} \). To the best of our knowledge, no other SEM method provides such an extensive set of estimates. Given this, it is reasonable to expect that these estimates could serve as the basis for the development of a number of new tests that are not currently possible.