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INTRODUCTION

Multivariate analysis methods are particularly 
useful because they allow for the estimation of 
relationships among numeric variables control-
ling for the effects of multiple variables at the 
same time (Hair et al., 1987). Three commonly 
used multivariate analysis methods are multiple 
regression, path analysis, and structural equation 
modeling (SEM).

In multiple regression coefficients of as-
sociation between one dependent variable and 
multiple independent or control variables are 
estimated all at once, as part of a multiple regres-
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Most relationships between variables describing natural and behavioral phenomena are nonlinear, with 
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consideration. This can lead to misleading results, particularly in multivariate and complex phenomena like 
those related to e-collaboration. One notable exception is WarpPLS (available from: warppls.com), a new 
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through which a structural equation modeling analysis is conducted through WarpPLS.

sion model. Those coefficients of association 
are standardized partial regression coefficients 
(Rencher, 1998), which are different from but 
analogous to Pearson correlation coefficients 
(Rosenthal & Rosnow, 1991).

In path analysis, coefficients of association 
in several multiple regression models that are 
connected to each other are estimated all at once. 
The coefficients of association are of the same 
type as those generated by multiple regression 
analysis, but in path analysis they are usually 
referred to as path coefficients.

Finally, in SEM, path analyses are con-
ducted with various latent variables (LVs), 
which typically are perceptual variables that 
cannot be measured directly (e.g., perceived DOI: 10.4018/jec.2010100101
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ease of use of an e-collaboration technology). In 
SEM each LV score is calculated as a weighted 
average of a set of variables, normally referred 
to as manifest variables or indicators, which 
are measured directly. Models can comprise a 
combination of multiple-indicator and single-
indicator LVs in SEM.

While many conditions for convergence 
exist for the calculation of LV scores in SEM, 
and thus many approaches to SEM exist, the 
quantitative methods literature often classifies 
SEM approaches into two main types: covari-
ance and variance-based (Gefen et al., 2000; 
Haenlein & Kaplan, 2004). The latter is also 
known as the PLS-based or component-based 
approach to SEM (Chin et al., 2003), where PLS 
usually stands for “partial least squares” (even 
though in the original version of the approach, 
it stood for “projection to latent structures”). 
PLS-based SEM has several key advantages 
over covariance-based SEM, including the 
following: (a) it appears to always yield a solu-
tion, even in complex models; (b) it does not 
require variables to meet parametric analysis 
criteria, such as multivariate normality and large 
sample sizes; and (c) it enables the estimation of 
parameters in models with formative LVs and 
moderating effects. One disadvantage of PLS-
based SEM is that it typically does not yield fit 
indices, which are useful in the assessment of 
the overall fit between a model with multiple 
LVs and the dataset used in the SEM analysis.

Most relationships between variables 
describing natural and behavioral phenomena 
seem to be nonlinear, with U-curve and S-curve 
relationships being particularly common. Yet, 
typically neither PLS-based nor covariance-
based SEM software estimate coefficients 
of association taking nonlinear relationships 
between LVs into consideration.

The only type of nonlinearity that is typi-
cally estimated by commercially available and 
open-source SEM software, which is of a dif-
ferent kind than the one just described, is that 
caused by the consideration of moderating 
effects. Moderating effects are often described 
as one of two main types of sources of nonlin-
earity in SEM analysis. The other type is the 

one associated with nonlinear relationships 
between LVs.

One notable exception to the above limita-
tion is a SEM software called WarpPLS (Kock, 
2010), currently available (from: warppls.com) 
in its first release, version 1.0. The discussion 
presented here contributes to the literature on 
e-collaboration research methods by providing 
a description of the main features of WarpPLS, 
in the context of an e-collaboration study. The 
focus of this discussion, however, is more on the 
use of the software than on the e-collaboration 
study itself. Particular emphasis is placed on 
the five main steps through a SEM analysis is 
conducted with WarpPLS

The E-Collaboration Study

Several screens are shown here summariz-
ing analysis results based on data from an 
e-collaboration study. The study involved 290 
teams tasked with developing new products, 
goods or services, in a variety of organizations. 
Data related to five LVs were collected as part 
of this study. The LVs are indicated here as 
“ECU”, “ECUVar”, “Proc”, “Effi”, and “Effe”.

“ECU” refers to the extent to which elec-
tronic communication media were used by 
each team. “ECUVar” refers to the variety of 
different electronic communication media used 
by each team. “Proc” refers to the degree to 
which each team employed established project 
management techniques, referred to in the study 
as procedural structuring techniques. “Effi” 
refers to the efficiency of each team, in terms 
of task completion cost and time. “Effe” refers 
to the effectiveness of each team, in terms of 
the actual commercial success of the new goods 
or services that each team developed.

Distinctive Features of WarpPLS

WarpPLS identifies nonlinear (or “warped”, 
hence the name of the software) relationships 
among LVs and corrects the values of path 
coefficients accordingly. WarpPLS is argu-
ably the first SEM software to do this. Since 
most relationships between numeric variables 
are nonlinear, one could argue that WarpPLS 
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finds the “real” relationships between LVs in 
a SEM analysis. Because of this, often path 
coefficients associated with strong real effects 
become higher than those estimated by other 
SEM software, in some cases going from non-
significant to significant at the P lower than 1 
percent level.

The underlying algorithm employed by 
WarpPLS is PLS regression, whose main 
characteristic is its ability to minimize multi-
colinearity among LVs; even in the presence of 
overlapping manifest variables (or indicators). 
Additionally, WarpPLS offers the following 
features, which are largely absent from most, 
if not all, PLS-based SEM software packages 
available today.

It estimates P values for path coefficients 
automatically, instead of providing only stan-
dard errors or T values, and leaving the user 
to figure out what the corresponding P values 
are. It also estimates several model fit indices, 
which have been designed to be meaningful in 
the context of PLS-based SEM analyses.

WarpPLS automatically builds the indica-
tors’ product structure underlying moderating 
relationships, and goes a little further. It shows 
those moderating relationships, related path 
coefficients, and related P values in a model 
graph as links between LVs and direct links. 
The latter connect pairs of LVs, while the 
former connect LVs and direct links between 
pairs of LVs.

The software allows users to view scatter 
plots of each of the relationships among LVs 
(when they are connected through arrows in 
the model), together with the regression curves 
that best approximate those relationships, and 
save those plots as .jpg files for inclusion in 
research reports. It also calculates variance 
inflation factor (VIF) coefficients for LV pre-
dictors associated with each LV criterion. This 
allows users to check whether some predictors 
should be removed due to multicolinearity. This 
feature is particularly useful with LVs that are 
measured based on only 1 or a few indicators, 
since they are potential sources of colinearity.

Warping from Conceptual 
Perspective

What WarpPLS does when it “warps” relation-
ships is relatively simple at a conceptual level. It 
identifies a set of functions F1(LVp1), F2(LVp2) 
… that relate blocks of LV predictors (LVp1, 
LVp2 ...) to a criterion LV (LVc) in this way:

LVc = p1*F1(LVp1) + p2*F2(LVp2) + … + E.

In the equation above, p1, p2 ... are path 
coefficients, and E is the error term of the 
equation. All variables are standardized. Any 
model can be decomposed into a set of blocks 
relating LV predictors and criteria in this way.

WarpPLS implements two warp algo-
rithms, or modes, which can be selected by the 
user: Warp2 and Warp3. In the Warp2 mode, the 
functions F1(LVp1), F2(LVp2) ... take the form 
of U curves (also known as J curves); defaulting 
to lines, if the relationships are actually linear. 
In the Warp3 mode, the functions F1(LVp1), 
F2(LVp2) ... take the form of S curves; defaulting 
to U curves or lines, if the relationships follow 
U-curve patterns or are linear, respectively.

S curves are curves whose first derivative 
is a U curve. Similarly, U curves are curves 
whose first derivative is a line. U curves seem 
to be the most commonly found in natural and 
behavioral phenomena. S curves are also found 
in many natural and behavioral phenomena, 
but apparently not as frequently as U curves.

U curves can be used to model most of the 
commonly seen functions in natural and behav-
ioral studies, such as logarithmic, exponential, 
and hyperbolic decay functions. For these com-
mon types of functions, S-curve approximations 
will usually default to U curves.

Typically, the more the functions F1(LVp1), 
F2(LVp2) ... look like curves, and unlike lines, 
the greater is the difference between the path 
coefficients p1, p2 ... and those that would have 
been obtained through a strictly linear analysis.

So, what WarpPLS does is not unlike what 
a researcher would do if he or she modified 
predictor LV scores prior to the calculation 
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of path coefficients using a function like the 
logarithmic function. An example is provided 
in the equation below, where a logarithmic 
transformation is applied to LVp1.

LVc = p1*log(LVp1) + p2*LVp2 + … + E.

WarpPLS however, does that automati-
cally, and for a much wider range of functions, 
since a fairly wide range of functions can be 
modeled as U or S curves. Exceptions are 
complex trigonometric functions, where the 
dataset comprises many cycles. These require 
different methods to be properly modeled, such 
as Fourier analyses methods, and are usually 
outside the scope of SEM.

As mentioned earlier, often the path coef-
ficients p1, p2 ... will go up in value due to 
warped analysis, but that may not always be the 
case. Given the nature of multivariate analysis, 
an increase in a path coefficient may lead to 
a decrease in a different path coefficient, for 
predictor LVs associated with the same criterion 
LV, because each path coefficient in a block is 
calculated in a way that controls for the effects 
of the other predictor LVs. That is, in any given 
block of LVs, the predictor LVs “compete” for 
the explained variance in the criterion LV.

STEP 1: OPEN OR CREATE 
A PROJECT FILE

WarpPLS conducts an analysis through five 
well defined steps. Through Step 1, the user 
will open or create a project file to save his or 
her work (see Figure 1). Project files are saved 
with the “.prj” extension, and contain all of the 
elements needed to perform a SEM analysis. 
That is, they contain the original data used in 
the analysis, the graphical model, the inner and 
outer model structures, and the results.

Once an original data file is read into a 
project file, the original data file can be deleted 
without effect on the project file. The project 
file will store the original location and file name 
of the data file, but it will no longer use it.

Project files may be created with one name, 
and then renamed using Windows Explorer or 
another file management tool. Upon reading a 
project file that has been renamed in this fashion, 
the software will detect that the original name 
is different from the file name, and will adjust 
the name of the project file accordingly.

Different WarpPLS users can easily ex-
change project files electronically if they are 
collaborating on a SEM analysis project. This 
way they will have access to all of the original 
data, intermediate data, and SEM analysis re-
sults in one single file. Project files are relatively 
small. For example, a complete project file of a 
model containing 5 LVs and 32 indicators will 
typically be only approximately 200 KB in size. 
Simpler models may be stored in project files 
as small as 50 KB.

The reason for the small size of project 
files is that all of the SEM analysis results are 
stored in a format that allows for their rendering 
every time they are viewed. Plots of nonlinear 
relationships, for example, are not stored as 
bitmaps, but as equations that allow WarpPLS 
to re-create those plots at the time of viewing. 
The rendering is fast enough to give the user 
the impression that an existing plot is being 
displayed.

STEP 2: READ THE RAW DATA 
USED IN THE SEM ANALYSIS

Through Step 2, the user will read the raw 
data used in the SEM analysis (see Figure 2). 
While this should be a relatively trivial step, 
it is in fact one of the steps where users have 
the most problems with other SEM software. 
Often a SEM software application will abort, or 
freeze, if the raw data is not in the exact format 
required by the SEM software, or if there are 
any problems with the data, such as missing 
values (empty cells).

WarpPLS employs an import wizard that 
avoids most data reading problems, even if it 
does not entirely eliminate the possibility that 
a problem will occur. Click only on the “Next” 
and “Finish” buttons of the file import wizard, 
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and let the wizard do the rest. Soon after the 
raw data is imported, it will be shown on the 
screen, and the user will be given the opportu-
nity to accept or reject it. If there are problems 
with the data, such as missing column names, 
simply click “No” when asked if the data looks 
correct.

Raw data can be read directly from Excel 
files, with extension “.xls”, or text files where 
the data is tab-delimited or comma-delimited. 
When reading from an “.xls” file, make sure 
that the spreadsheet file has only one worksheet 
– the worksheet that contains the data. If the 
spreadsheet has multiple worksheets, Step 2 
will most likely fail. Raw data files, whether 
Excel or text files, must have indicator names 
in the first row, and numeric data in the fol-
lowing rows. They may contain empty cells, 
or missing values; these will be automatically 
replaced with column averages in a later step.

One simple test can be used to try to find 
out if there are problems with a raw data file. 
Try to open it with a spreadsheet software (e.g., 
Excel), if it is originally a text file; or to try to 

create a tab-delimited text file with it, if it is 
originally a spreadsheet file. If the user tries 
to do either of these things, and the data looks 
messed up (e.g., corrupted, or missing column 
names), then it is likely that the original file has 
problems, which may be hidden from view. For 
example, a spreadsheet file may be corrupted, 
but that may not be evident based on a simple 
visual inspection of the contents of the file.

STEP 3: PRE-PROCESS THE 
DATA FOR THE SEM ANALYSIS

In Step 3 the raw data will be pre-processed for 
the SEM analysis. This is mostly an automatic 
process, requiring only a few button clicks from 
the user. This step will correct problems with the 
data, such as identical column names, columns 
with zero variance, and missing values.

This step will also let the user know if the 
data has rank problems, which usually happen 
when the sample size is small. (A related cause 
of rank problems is a sample with many repeated 

Figure 1. Step 1 window
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or linearly dependent values on different rows 
or columns, which sometimes is an indication 
of data fabrication.) If there are rank problems, 
that does not mean that the user cannot proceed 
with the SEM analysis, but the results may 
be unstable and, in some cases, unreliable. In 
many cases, however, rank problems will be 
reported, and the results of the ensuing SEM 
analysis will still be reliable. This is due to the 
general robustness of PLS-based methods for 
SEM analysis.

At the end of this step, a window will be 
displayed with the pre-processed data, which 
will be standardized. Standardized data col-
umns have means that equal zero and standard 
deviations that equal one. Previously missing 
values will be shown as zeroes, since they were 
replaced with the averages (or means) of the 
columns. Standardized data usually ranges from 
-4 to 4, with outliers usually assuming values 

toward the left or right end of those extremes, 
sometimes beyond -4 or 4. Typically the user 
will accept the data, and move on to the next 
step. If the data looks messed up, do not accept 
it; click on the “No” button when asked if the 
data looks correct. If there are problems in this 
step, they will usually be related to problems 
with the raw data file. The users should check 
that file, and see if he or she can correct those 
problems.

STEP 4: DEFINE THE 
VARIABLES AND LINKS 
IN THE SEM MODEL

In Step 4 the user will define the LVs and links 
in the SEM model. The user will define the LVs 
by selecting the indicators that are associated 
with them, and the measurement method used 
– either formative or reflective. The process of 

Figure 2. Step 2 window
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defining the LVs in a SEM model in this fashion 
is often called “defining the outer model”, in 
SEM lingo.

Model links can be of two types, direct and 
moderating links. Direct links connect pairs of 
LVs. Moderating links connect LVs and direct 
links; that is, they refer to effects in which a 
LV moderates the relationship between a pair 
of LVs. The process of defining model links is 
often referred to as “defining the inner model”.

The window used to create or edit a model 
is shown in Figure 3. A model can be edited if 
it has been created and saved before as part of 
a project. While editing or creating a model 
the user can choose from a number of menu 
options related to overall model functions, LV 
functions, direct link functions, and moderating 
link functions. As with other windows in Warp-
PLS, there is a help menu option that provides 

access to this manual and to a context-specific 
help file; both displayed as PDF files.

A guiding text box is shown at the top of 
the model editing and creation window. The 
content of this guiding text box changes depend-
ing on the menu option the user chooses, guid-
ing the user through the sub-steps related to 
each option. For example, if the user chooses 
the option “Create latent variable”, the guiding 
text box will change color, and tell the user to 
select a location for the LV on the model graph.

Direct links are displayed as full arrows in 
the model graph, and moderating links as dashed 
arrows. Each LV is displayed in the model 
graph within an oval symbol, where its name is 
shown above a combination of alphanumerical 
characters with this general format: “(F)16i”. 
In this example, the “F” refers to the measure-
ment model; where “F” means formative, and 

Figure 3. Create or edit the SEM model window
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“R” reflective. The “16i” reflects the number 
of indicators of the LV, which in this case is 16.

STEP 5: PERFORM THE 
SEM ANALYSIS AND 
VIEW THE RESULTS

Step 5 performs the SEM analysis based on the 
model created in Step 4. After the user clicks 
on the button to perform the SEM analysis, 
the software will show a wait bar. This wait 
bar will update the user on the progress of the 
SEM analysis, which usually will take only a 
few seconds for simple to moderately complex 
models. As soon as the SEM analysis is com-
pleted, the software will show the results in 
graphical format on a window. That window 
also has menu options that allow the user to 
view more details about the results, including 
some that are not shown on the graph (e.g., 
reliability measures), and also save the results 
into tab-delimited text files.

WarpPLS uses algorithms that are fairly 
computing intensive, in some cases employ-
ing multiple optimization sub-algorithms in 
each sub-step. Thus, the speed with which 
the analysis is conducted is a little lower than 
some other publicly available SEM software. 
The differences in speed are not significant 
though, and normally the results generated 
by WarpPLS are more complete, and in many 
cases more reliable. For example, WarpPLS 
calculates model fit indices, as well as P values 
for most of its parameter estimates. Publicly 
available PLS-based SEM software usually do 
not provide those.

Some model elements may reduce the 
speed of the SEM analysis more than others. 
These are: formative LVs with many indicators 
and, more generally, LVs with many indicators 
(even if they are reflective); moderating effects, 
particularly if they associate LVs with many 
indicators; setting the number of resamples 
for bootstrapping as 200 or higher; and using 
jackknifing as the resampling method, if the 
sample size is larger than 200.

In jackknifing, the number of resamples 
equals the sample size, which is why using jack-
knifing as the resample method may reduce the 
speed of the SEM analysis with large samples. 
Generating resamples and running calculations 
on them is one of the most computing intensive 
sub-steps of the SEM analysis. However, jack-
knifing often produces more stable parameter 
estimates with warped analysis. So there is a 
tradeoff between speed and reliability when 
warping algorithms are being used. This tradeoff 
may tip the balance in favor of using jackknif-
ing, alone or in addition to bootstrapping, even 
if the user has to wait longer for the results.

Viewing the Results of 
the SEM Analysis

As soon as the SEM analysis is completed, 
WarpPLS shows the results in graphical format 
on a window, which also contains a number of 
menu options that allow the user to view and 
save more detailed results (see Figure 4). The 
graph with the results shows path coefficients, 
respective P values, and R-squared coefficients.

The “Save” menu options allow users to 
save all of the results that they can view, with 
the majority of those results saved under the 
option to save all model estimates into a tab-
delimited text file. Additionally, users can save 
the factor scores calculated for each LV; these 
can be useful in multi-level SEM analyses.

The path coefficients are noted as beta coef-
ficients. “Beta coefficient” is another term often 
used to refer to path coefficients in PLS-based 
SEM analysis; this term is commonly used in 
multiple regression analysis. The P values are 
displayed below the path coefficients, within 
parentheses. The R-squared coefficients are 
shown below each endogenous LV (i.e., a LV 
that is hypothesized to be affected by one or 
more other LVs), and reflect the percentage 
of the variance in the LV that is explained by 
the LVs that are hypothesized to affect it. To 
facilitate the visualization of the results, the path 
coefficients and P values for moderating effects 
are shown in a way similar to the correspond-
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ing values for direct effects, namely next to the 
arrows representing the effects.

INTERPRETING THE U AND 
S CURVES GENERATED 
BY WARPPLS

Linear relationships between pairs of LVs, that 
is, those relationships best described by a line, 
are relatively easy to interpret. They suggest 
that an increase in one variable either leads to 
an increase (if the slope of the line is positive) 
or decrease (if the slope is negative) in the 
other variable.

Nonlinear relationships provide a much 
more nuanced view of the data, but at the 
same time are much more difficult to interpret. 
Figure 5 shows an S curve that is fitted to the 
data represented by the dots (or small circles) 
plotted in a scattered way on the graph. The 
LVs are “ECU”, the extent to which electronic 
communication media are used by various teams 
charged with developing a new product; and 
“Effi”, the efficiency of the teams.

As can be seen, the S curve is actually a 
combination of two U curves, one straight and 
the other inverted, connected at an inflection 
point. The inflection point is the point at the 
curve where the curvature, or second derivative 
of the S curve, changes direction. The inflection 
point is located at around minus 1 standard 
deviations from the “ECU” mean. That mean 
is at the zero mark on the horizontal axis, since 
the data shown is standardized.

Because an S curve is a combination of two 
U curves, we can interpret each U curve sec-
tion separately. A straight U curve, like the one 
shown on the left side of the graph, before the 
inflection point, can be interpreted as follows.

The first half of the U curve goes from 
approximately minus 3.4 to minus 1.9 standard 
deviations from the mean, at which point the 
lowest team efficiency value is reached for the 
U curve. In that first half of the U curve, an 
increase in electronic communication media 
use leads to a decrease in team efficiency. 
After that first half, an increase in electronic 
communication media use leads to an increase 
in team efficiency.

Figure 4. View and save results window
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One interpretation is that the first half of 
the U curve refers to novice users of electronic 
communication media. That is, the process of 
novice users struggling to use more and more 
intensely electronic communication media, 
which they are not familiar with, ends up leading 
to efficiency losses for their teams. At a certain 
point, around minus 1.9 standard deviations, that 
situation changes, and the teams start to really 
benefit from the use of electronic communica-
tion media, possibly because the second half of 
the U curve refers to users with more experience 
using the electronic communication media.

The interpretation of the second, inverted 
U curve, should be done in a similar fashion. 
As can be inferred from this example, it is not 
easy to interpret nonlinear relationships. But 
the apparent simplicity of linear estimations of 
nonlinear relationships, which is usually what 
is done by other SEM software, is nothing but 
a mirage.
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